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Abstract:  Objective: One of the aims of a health study is to identify 
risk factors associated with the disease or to obtain predictive models for 
classification such as healthy / diseased. When the aim of a health study 
is classification, machine learning methods are widely used. Some of the-
se methods; Logistic Regression, Decision Tree, Random Forest, Support 
Vector Machine and Naive Bayes. The aim of this study was to evalua-
te the performance of the machine learning such as Logistic Regression, 
Decision Tree, Random Forest, Support Vector Machine and Naive Bayes, 
for different sample size, prevalence and determination coefficient in real 
data sets.
Method: The data were randomly split into 70% training and 30% test set, 
and Logistic Regression, Decision Tree, Random Forest, Support Vector 
Machine and Naive Bayes were applied to the training set. The performan-
ce measure (Accuracy, Area Under Curve and Adjusted F Measure) of the 
methods evaluated on the test set were saved. This procedure was repeated 
1000 times.These procedures were performed in the R 3.5 1.
Results: When all variables in the data are categorical, and determination 
coefficient is low with a moderate sample size, the Naive Bayes method 
exhibited higher performance. When all variables in the data are continuo-
us, and determination coefficient is moderate with a low sample size, sup-
port vector machines method demonstrated superior performance. In cases 
where the dataset has a high number of categorical variables and a high 
determination coefficient, the Naive Bayes method outperformed others. 
The Random Forest method showed higher performance when determina-
tion coefficient is high, and the sample size is moderate.
Conclusion: This study provides valuable insights for researchers dealing 
with classification problems, guiding them to choose the most effective 
machine learning based on the characteristics of the datasets.
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INTRODUCTION

Classification is a type of problem in machine 
learning (ML) that is commonly addressed using 
methods such as Random forest (RF) and Support 
vector machines (SVM) in areas like marketing, 
telecommunications, and medicine.1

Among the ML models mentioned above, Logistic 
regression (LR) is one of the fundamental methods 
in classifying binary (alive/dead, patient/control) 
groups. Although LR is widely used, the use of other 
ML models has become widespread recently. Some 
of these methods are Decision Tree (DT), Artificial 
Neural Networks, K-nearest neighbor, Ensemble 
Methods (Bagging, Boosting and RF), Naive Bayes, 
SVM2.

As in many other areas, decisions play an 
important role in medicine, especially in medical 
diagnostic processes. Since conceptual simple 
decision-making models that are capable of ML 
models should be considered for performing such 
tasks, DT is a very proper candidate.3 The DT is 
potent ML model that has been used successfully 
in many medical studies as it provides easily 
understandable graphical classification rules.3 
However, in the RF, which is one of the commonly 
used ensemble learning methods, each tree is built 
based on recursive partitioning, and the prediction 
is made on the average of an ensemble of trees rather 
than of a single tree.4

The NB is simple probabilistic ML model 
based on Bayes’ theorem with the assumption of 
independence between variables.5

The SVM is a ML model based on the statistical 
learning theory developed by Vapnik.6 SVM and 
LR use both linear and non-linear data to separate 
the two groups, but SVM classifies non-linear data 
better than logistic regression because it uses kernel 
functions. LR generates the linear decision boundary 
through logit transformation. SVM finds the linear 
hyperplane that provides the maximum margin. 
Therefore, SVM is more optimal than logistic 
regression as the margin is maximized.

The most commonly used performance criteria 
for evaluation of ML models in the literature are 
Accuracy (ACC), Area Under Curve (AUC) and 
Adjusted F Measure (AGF).

The aim of this study was to evaluate the 
performance of the ML models such as LR, DT, 
RF, SVM and NB, for different sample size (n), 
prevalence (prev) and determination coefficient (R2) 
in real data sets.

METHOD

Binary Logistic Regression

Regression methods have become an integral 
component of any data analysis concerned with 
describing the relationship between a response 
variable and one or more explanatory variables. 
Generally, logistic regression model is the case 
where the outcome variable is discrete by taking two 
or more possible values. The difference between an 
LR model and a linear regression model is that the 
outcome variable in LR is binary or dichotomous.7 
LR can be used for classification as well as for 
determining significant risk factors.

2.2. Decision Tree

DT is a non-parametric used for classification.8  It 
consists of four parts, which are the decision node, 
the root node, leaf node, and branches.9  In this 
structure, decision nodes represent the splitting 
measure on explanatory variables, leaf nodes 
represent a class label, and the root node represents 
the starting variable of the tree. Branches connect 
the nodes.

2.3. Random Forest

Breiman (1999) proposed RF, which combines the 
Random Subspace algorithm with the Bootstrap 
method.11 Each DT was constructed from a set 
obtained from the starting training set using a 
bootstrap.12 Ho (1998) has written many papers 
on “the random subspace” method, which does a 
random selection of a subset of features to use to 
grow each tree13 .
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2.4. Naive Bayes

NB is based on the assumption that the variables 
are conditionally independent14.  This assumption 
is called class conditional independence. This 
assumption is made to simplify the computations 
involved, hence is called “naive”.  Despite this 
unrealistic assumption, the resulting classifier known 
as naive Bayes is remarkably successful in practice, 
often competing with much more sophisticated 
techniques.15

2.5. Support Vector Machine

SVM is an ML model based on the statistical learning 
theory developed by Vapnik (1998). SVM aims 
to find a maximal margin hyperplane to separate 
classes. The kernel function is used to map data to a 
higher dimensional space for learning non-linearly 
separable functions. The accuracy of the SVM 
largely depends on the properly chosen kernel and 
its parameters.16

The kernel function can be linear, radial, and 
polynomial functions. The Radial basis function is 
affected by the kernel width (γ) and the regularization 
(C) parameters; therefore, determination of the 
best pairs of parameters for the study was carried 
out.17 The tune parameters for RF and SVM were 
automatically selected using the Caret package. 
Analyses were performed using R 3.5.1.

Real Data Study

ML models are tested on data sets from the UCI 
machine learning repository, including Breast 
Cancer18, Breast (Breast Cancer coimbra)19, Indian 
diabet pima 20, diabet21, heart22, Chronic kidney 
disease (CKD)23. The data were randomly split into 
70% training and 30% test set, and the performance 
criteria of the methods in the test set were recorded. 

This procedure was repeated 1000 times. These 
procedures were performed in the R 3.5 1.

Performance Measures

In literature, performance evaluation of ML models 
is usually based on one performance measure. 
However, using these criteria, the performance of the 
methods is evaluated separately. in this evaluation, 
different evaluations can be made according to each 
performance criterion. for example, the method 
with the best performance for accuracy may have the 
worst performance according to the sensitivity value. 
In this case, it becomes difficult to determine which 
method performs better. To overcome this situation, 
ACC, AUC and AGF are evaluated together in this 
study.

The standard F measure has some limitations, 
especially in classification problems with class 
imbalance or significant differences between classes. 
The F-measure is defined as the harmonic mean of 
precision and recall and is often used to evaluate 
classification models. However, in some cases this 
metric may not provide sufficiently meaningful 
results. These tend to over-emphasize the majority 
class in imbalanced datasets. For example, in a 
dataset with 95% negative instances and 5% positive 
instances, a model that correctly classifies only the 
negative class may still have a high F-measure value, 
which may misrepresent the performance of the 
model. Therefore, the adjusted F-measure is used.

This evaluation is the mean performance 
measures were calculated for each ML model and 
ordered from largest to smallest and scored from 5 
to 1. By summing the scores on each performance 
measure a final score was obtained. Table 1 shows 
how the ACC, AUC and AGF performance measures 
are calculated.
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RESULTS

The performance criteria of the ML models were 
evaluated using real data sets. The performance 

scores and properties of the real data sets are given 
in Table 2.

Table 1. Basic 2x2 Count Table

Disease Test results

Positive (T=1) Negative (T=0) Total
Present (D=1)  (True Positive)  (False Negative)
Absent (D=0)  (False Positive)  (True Negative)
Total N

Table 2 Properties and performance scores of ML models

Properties of data sets Performance scores
Datasets Prev R2 n NV #Cat #Cont LR DT RF SVM NB
Breast cancer 0.3 0.3 277 9 9 0 3 8 12 7 15
Breast cancer coimbra 0.6 0.4 116 9 0 9 5 6 12 13 9
Chronic kidney disease 0.3 0.8 158 24 13 11 3 6 13 9 15
Heart 0.3 0.6 299 12 5 7 3 11 15 8 8
NV: Number of variables, Cat: Number of Categorical variables, Cont: Number of Continuous variables

In scenarios where Prev=0.3, R2= (0.3, 0.8) and 
n= (158, 277), NB method has higher performance 
than other methods. In scenarios where the number 
of categorical variables in the data is high, the NB 
method has higher performance.In the scenario 
where prev=0.3, R2= 0.6 and n=299, RF method 
has higher performance than other methods, while 
in the scenario where prev=0.6, R2= 0.4 and n=116, 
RF and SVM methods have similar and higher 
performance than other methods. In scenarios 
where R2 is medium and high and the number of 
continuous variables in the data is high, RF method 
has higher performance.

DISCUSSION

Machine learning methods are used to classify 
diseased and healthy individuals in health studies. 
Correctly classifying diseased and healthy individuals 
is of great importance for early diagnosis of diseases 
and determining treatments for these diagnoses. 
There are many papers in literature investigating the 
performance of classification methods, but it is not 
clear which method performs better under which 
conditions. Given this situation, our aim in this 
paper is to evaluate the performance of classification 
methods on real data sets with n, prev and (R2). 
Performance evaluation of ML models is based on 
one real data set, mostly two- or three-ML models 
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were compaired based on one or two and rarely three 
performance criteria. In this study, the performance 
of five ML models was evaluated based on ACC, 
AUC and AGF under real data sets. In this context, 
when all variables in the data were categorical, R2 
was low, and the sample size was moderate, the NB 
method demonstrated superior performance. When 
all variables in the data were continuous, and R2 was 
moderate, and the sample size was low SVM method 
exhibited higher performance. When the number of 
categorical variables in the data was high, and R2 was 
high, the NB method outperformed others. The RF 
method showed higher performance when R2 was 
high, and the sample size was moderate to high.

Arasakumar et al. compared LR, DT, and RF on 
the breast cancer dataset and they observed that 
RF method shows better performance, which is 
consistent with our data24.

Gokiladevi et al. compared SVM, RF, LR and DT 
on the chronic kidney disease dataset and observed 
that the performance of RF method shows better 
performance. This result is compatible with our real 
data25.

Yu et al. compared DT, NB, RF and SVM according 
to the accuracy criteria, on breast cancer dataset and 
did not observe any significant difference26.

Limitations of the study

More datasets can be used for comparisons, and 
different ML models can also be applied.

CONCLUSION

In conclusion, the performances of the data sets 
differ according to the structure of the data sets 
(n, r2 and prev, continuous and categorical). 
Therefore, evaluating the data sets according to the 
characteristics of the data sets will enable us to make 
more accurate comments. We hope that this study 
helps any researcher confronted with classification 
problems to select the best performing two- or 
three-ML models based on the characteristics of the 
data set.
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